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Abstract—In this paper the modeling of the machine vision architecture ROVIS for service robotics is presented. The focus of the paper is not on the image processing algorithms used for robot environment understanding, but on the Model Driven Development (MDD) approach used for the design and implementation of the vision system. Starting from the basic requirements of ROVIS, the development process goes through three typical design phases: requirements analysis, system functional analysis and architectural design. The flow of information from the user of the rehabilitation robot to the vision system and back is modeled within the so-called shared-control framework. The proposed machine vision architecture is used in implementing the visual perceptual capabilities of the rehabilitation robot FRIEND.

Index Terms—Model driven development, robot vision, service robotics.

1. INTRODUCTION

In service and rehabilitation robotic systems, which have to operate in cluttered scenes under variable illumination conditions, a proper design of the robot’s vision system is crucial [1]. Depending on the visual information precision, autonomous robotic actions can be performed. A robot controlled based on visual sensing is FRIEND (Functional Robot arm with fRIENdly interface for Disabled people) [2], a semi-autonomous rehabilitation robot in its third generation designed to support disabled and elderly people in their daily life activities (Fig. 2). FRIEND has been developed at the Institute of Automation of University Bremen since 1997, within different projects [2]. Within the last research project AMaRob (Autonomous Manipulator control for rehabilitation Robots) the goal has been achieved of supporting disabled people with impairments of their upper limbs in Activities of Daily Living (ADL) (Fig. 1(a)) and professional life (Fig. 1(b)). Disabled patients gained independence from nursing staff for at least 1,5 uninterrupted hours. In different robot working scenarios a large number of action sequences like “pour and serve a drink”, “take, prepare and serve a frozen meal”, “fetch and handle a book” are necessary to fulfill the robotic system user’s demands. On the system functional level, complex tasks are composed of a series of sensors and actuators operations.

The visual perceptual capabilities of the FRIEND robot are represented by the ROVIS (Robust Machine Vision for Service Robotics) machine vision architecture, described in [3]. The main features of ROVIS are the closed-loop image processing methods used for object recognition and 3D reconstruction [4], [5]. Here, closed-loop image processing refers to the automatic adjustment of image processing parameters with respect to external influences, e.g. variable illumination conditions, or scene uncertainty. In this type of feedback control system, the control signal is a parameter of image processing operation and the controlled variable a measure of image processing quality [5]. Hence, such a system should not be confused with traditional visual feedback control for active vision [6] or visual servoing [7].

In this paper, the implementation of the ROVIS architecture using a Model Driven Development (MDD) approach is presented. Details regarding proposed image processing methods used in ROVIS can be found in [3], [4], [8]. Software engineering of image processing has been long treated in literature [9]. In [10], [11] basic C++ object oriented programming for general purpose image processing and analysis is suggested. The architectural design of robot vision system has been considered in many papers. In [12] a resource adaptive image processing framework for autonomous service robots is introduced, whereas in [13], [14], [15] real time and multimodal robot vision systems are considered. Hardware aspects concerning image processing modules for robots are treated in [16]. Vision architectures for manipulative tasks have been considered in quite a high number of publications. To cite only a few of them, in [17], [18] robot vision architectures aiming at achieving precise object grasping and manipulation are presented. In contrast to the referred papers, where robot vision systems are described mainly using block diagrams, the literature lacks robotic image processing frameworks described using standardized languages which enables rapid and transparent conversion into executable machine code. The MDD paradigm makes

Fig. 1. Typical service robotic scenes from the FRIEND environment. (a) Activities of daily living (e.g. taking a meal out of a refrigerator). (b) Working at a library desk.

(a) (b)
use of the Unified Modeling Language (UML) [19], [20] to graphically represent software systems, as also hardware components. With the help of UML, in [21], [22] an agent based architecture for controlling a mobile robot is introduced.

The contribution of this paper is on the MDD development of the ROVIS system [3]. In Section II the concept of ROVIS is presented, followed in Section III by the modeling of the architecture. Section IV deals with hardware aspect regarding the implementation of the vision system. Finally, conclusions are given in Section V.

II. THE ROVIS CONCEPT

The objective of the rehabilitation robotic system FRIEND is to help disabled patients in their daily life activities. Thus, the robot operates in a human, unstructured environments, as depicted in the scene from Fig. 2. FRIEND is equipped with a 7 Degrees of Freedom (DoF) manipulator arm mounted on an electrical wheelchair and a series of sensors used by the robot to understand its environment, like a stereo camera system attached to a pan-tilt head. The purpose of ROVIS is to provide reliable visual information to the robot in order to plan the 7-DoF manipulator motion and to grasp the recognized objects of interest [23].

ROVIS is integrated within the Reactive Layer of the overall control system of the robot, presented in Fig. 3. Visual information is provided to the Sequencer which plans sequences of operations needed to perform specific tasks and to activate the planning of the manipulator arm. The Sequencer plays the role of a Discrete Event Controller that plans sequences of operations by means of predefined task knowledge. Through the functioning of the system, the computed data is shared between the modules with the help of the World Model. The World Model defines the information produced and consumed by the operations in the Reactive Layer. The Human-Machine Interface (HMI) operates at the user interaction level. The user commands are acquired with the help of different input methods such as speech recognition, chin control and Brain-Computer Interface and translated further into machine language for interpretation [24], [25].

The software interconnections between the processing layers are implemented using the Common Object Request Broker Architecture (CORBA).

Fig. 4 shows a schematic overview of the ROVIS building blocks. Arrows connecting the blocks illustrate the flow of information through the ROVIS system as well as the connections of the ROVIS components with the external modules, the HMI and other reactive operations of the system FRIEND. As can be seen, there are two main ROVIS components: hardware and the object recognition and reconstruction chain. The ROVIS hardware consists of a Bumblebee® stereocamera system mounted on a pan-tilt head placed on a special rack behind the user, above his head, as illustrated in Fig. 2. Using a special input device such as a chin joystick, the user of FRIEND navigates the system in front of the container related to the particular scenario, for example a fridge. The stereo cameras view the scene in front of the robotic system including the manipulator and the tray mounted on the wheelchair in front of the user. In the ROVIS initialization phase the extrinsic camera
parameters are calculated through camera calibration. The viewing angle of the sensors can be changed through the pan-tilt control so that the container can be detected in the image. This is illustrated in Fig. 4 by the feedback from Container Detection to the Camera Pan-Tilt Head block. The ROVIS object recognition and reconstruction chain consists of a sequence of image processing operations used for the extraction of features needed for both 2D recognition and 3D reconstruction of the objects present in the manipulator’s environment. The main concept of ROVIS is to apply the image processing operations on an image Region of Interest (ROI) rather than on the whole image. This is motivated by the observation that people focus their visual attention on the region around an object when they grasp it as illustrated in Fig. 2. Information with respect to the 3D position of objects is needed for a “look-and-move” type of robot control. In order to achieve satisfactory precision of 3D stereo reconstruction the high image resolution of 1024x768px is used.

III. MODELING STRATEGY

A solution for the modeling strategy of ROVIS, starting from the block diagram from Fig. 4, is the Unified Modeling Language (UML) [19], [20]. UML wraps together several graphical language tools for modeling object-oriented problems. The birth of UML dates back to 1997 when it was standardized by the Object Management Group (OMG) consortium [26]. At the center of UML are nine types of modeling diagrams from which five are used for modeling the proposed machine vision system: Use Case Diagrams, Class Diagrams, Sequence Diagrams, Statechart Diagrams and Activity Diagrams. Over the past years UML has been extended with several other tools for coping with new problems suited for the UML standard. One such extension is the System Modeling Language (SysML), a tool used by systems engineers to specify and structure systems [19]. The adopted design process is divided into three phases:

- Requirements analysis,
- System functional analysis,
- Architectural design.

These steps will be further detailed.

A. Requirements analysis

This phase represents the analysis of the requirements that define what the machine vision system should do, in other words its functional requirements. The graphical modeling interface for this step are use case diagrams, which describe specific operational aspects of the system. The system is represented here as a black box.

In Fig. 5 the interconnections of ROVIS with external systems can be seen. ROVIS is connected with two other use cases: the HMI and the system’s World Model. The user of FRIEND is modeled in Fig. 5 as an actor. He interacts with ROVIS through the HMI. The Environment, or scene, in which FRIEND operates is modeled also as an actor connected to the vision architecture. The Sequencer is modeled as the requester of visual information. The pre-defined task knowledge with which the Sequencer plans sequences of operations is formally specified and verified a priori in a scenario-driven process [27]. It is flexibly applicable in different situations and environments due to the usage of object classes, as detailed below. The visual data processed by ROVIS is finally stored in the World Model.
Another important requirement for ROVIS is the automatic construction of the object recognition and 3D reconstruction chain, also called image processing chain, which puts together sequences of image processing operations needed for object detection. The model of this process is depicted in Fig. 6. The five types of basic image processing operations, or primitives, are modeled as five use cases: Image Pre-processing, ROI Segmentation, Feature Extraction, Object Classification and 3D Reconstruction. The ROI definition algorithms and the camera calibration methods are considered pre-processing operations. In order to achieve a high robustness of the vision system with respect to external influences the five types of image processing methods are connected to an extra use case which models feedback structures used within image processing operations. Depending on the type of objects that have to be recognized, appropriate object recognition operations are called. For example, for the case of uniform colored objects, region based recognition is to be used in object detection [28]. On the other hand, the detection of textured objects is performed via boundary based object recognition [28]. Such methods, based on the inclusion of feedback control at image processing level, are included in the use cases from Fig. 6.

The dynamic image processing chain is automatically constructed by the Algorithms Executer which connects the proper vision methods needed by a specific scenario.

Keeping in mind the complexity of the FRIEND scenarios mentioned in introduction, the machine vision system has to deal with a variety of objects, including bottles, glasses, meal-trays, books, tables and containers (e.g. refrigerators, microwave ovens, etc.). From the image processing point of view, the objects to be recognized are classified into two categories: “container” objects, such as the fridge, microwave oven and book shelf, and objects to be manipulated such as bottles, glasses, meal-trays and books. The scenario-related task knowledge is provided by the Sequencer through object classes. Whenever the Sequencer activates a system operation, relevant information of object classes involved in the operation are made available in the system’s World Model. This information is specified via object class characteristics encoded in an extensible ontology. A simplified section of this ontology is depicted in Fig. 7, where the objects involved in the ADL scenario as well as in the library scenario are pointed out. In case of the fridge, which is a part of the ADL scenario, the characteristics IsContainer, HasShelves and HasDoor will be made available. For the tray with the meal (meal-tray) the knowledge about its components Plate, Spoon and Lid is supplied.

Besides providing object class characteristics during task execution, the task planner within the Sequencer also operates on the basis of object classes and plans context-related operations. Among others, the following class-based categories of ROVIS operations can be activated by the Sequencer:

- **AcquireObjectBySCam**: Determine the object’s location and size via the stereo camera (SCam) system. This operation is used to determine single objects or parts of objects (e.g. a handle) or containers where other objects are placed (e.g. fridge, table, gripper).
- **AcquireGrippedObjectBySCam**: Determines the gripping location and size of the object in the gripper via SCam.
- **AcquireObjectInContainerBySCam**: Determine location and size of an object in a container via SCam.
- **AcquireObjectOnPlatformBySCam**: Determine location and size of an object on a platform via SCam.
- **SearchFreeLocationOnPlatformBySCam**: Determine a free location via SCam which is suitable to place a certain object on.

These ROVIS operations are used during execution of a task, but also within the initial monitoring process, which is performed in the Sequencer after task activation by the user. Initial monitoring is the procedure which organizes the supply of scenario-related object characteristics in the World Model according to the object anchoring principle [29]. This sets the basis for distinguishing between the handling of indefinite objects of a certain object class (e.g. a bottle) within the ROVIS operations or the handling of a definite instantiation of a specific object class (e.g. the small green bottle). The difference between indefinite and definite objects is a runtime decision during anchoring, where a connection is established between symbolic object characteristics and concrete sub-symbolic
Sequence diagram of the ROVIS operations involved in scene understanding.

Consequently, the pre-structured task knowledge, object classes and their characteristics allow to build universal operations in ROVIS as well as dynamic image processing chain construction according to a given scenario and context.

**B. System functional analysis**

Sequence diagrams are used to graphically represent the functional flow of information and the behavior of the system. Fig. 8 represents a sequence diagram of typical behavior of ROVIS. The process is scenario-driven and started by the user of the robot. After the user command is given, the control is taken by the Sequencer which plans the necessary sequence of actions needed to fulfill the requested scenario. For each scenario, an initial monitoring with object anchoring is executed first, followed by task execution. Both includes vision operations from the above listed categories. These operations, named skills, are called by the Sequencer. During skill execution, the image processing chain is constructed in order to recognize the objects in the scene for subsequent manipulator path planning and object grasping. As said before, the first step of the object recognition and 3D reconstruction chain from Fig. 4, is the definition of the image ROI. This is modeled in Fig. 8 by three complementary cases:

- **User interaction**,
- **Camera gaze orientation**,
- **Marker recognition** in an intelligent environment.

For the case of user interaction, the control of object recognition is given to the user of FRIEND who defines an interest point on the input left camera image through the HMI, as seen in Fig. 4. For the second and third case, **camera gaze orientation and marker recognition**, the control is further given to the 2-DoF pan-tilt head unit for changing the field of view of the stereo camera. The field of view change is sequenced by the calculation of the image ROI. After the image ROI is defined, the object recognition methods are applied and the 3D positions of the objects of interest are calculated and saved in the World Model. Finally the control of the process is given back to the Sequencer component which further calls the path planning and grasping algorithms for controlling the 7-DoF manipulator arm.

**C. Architectural design**

The third phase in the development of ROVIS is the architectural design. This phase represents the actual implementation of the physical and software elements.

1) **ROVIS software architecture**: The overall software structure of ROVIS and the interconnection with the external systems can be seen in Fig. 9. The central part of the framework is the Core module which contains the Algorithms Executor. The ROVIS Skill Server acts as an interface from the machine vision system to the external world. Through it the Sequencer calls the image processing operations made available by the skill server interface. This server is only one of the skill servers used by the Sequencer in task planning. From the computer vision point of view, the necessary hardware is represented by the stereo camera and the pan-tilt head unit materialized here by the two hardware server interfaces: ICameraHardwareServer and IPTTHardwareServer. The connection to the World Model is also made from the skill server.

2) **Execution of vision algorithms**: In Fig. 10 the components involved in the execution of a typical skill are presented. In the center of the diagram is the ROVIS skill server interface which binds all the components together. For a better understanding of the process, a skill example, which provides as result the 3D position of an object, is considered: AcquireObjectBySCam. The input arguments of this skill are the task-related object names which are used to extract object-related information as provided.
during initial monitoring or previous executions. Based on this information the dynamic generation of the image processing chain by the Algorithms Executer takes place.

This process is started by the Sequencer via skill call. First, the necessary hardware is actuated. For the case of the vision system, the stereo camera field of view is changed and the stereo images pair acquired. Within the skill, the Algorithms Executer combines vision algorithms with the help of their basic properties which reside in the algorithms base class. These are the properties Name, Description, Category, InputType and OutputType. The above properties are used when selecting appropriate algorithms with respect to the given object class, as well as its a priori known characteristics. In case of recognition of definite objects, a priori known characteristics are concrete data sets (e.g. color, shape descriptors, etc.) that are used to parameterize the vision algorithms.

The ROVIS methods are controlled via three functions called by the algorithms executer: run, stop and pause. These three functions modify the Status attribute of the algorithm. After the object of interest has been detected, its 3D position is saved in the World Model.

The overall structure of a skill, like AcquireObject-BySCam, can be seen in the flowchart from Fig. 11. The start and end information messages of the skill are written in a log file for later debugging. Also, at the beginning, an extra process is started to check the incoming commands to the skill (e.g. stop or pause). This process is terminated at the end of the structure. The skill can be executed in two ways:

- **Normal execution**, which includes the actuation of the vision hardware and the construction of the image processing chain,
- **Simulative execution**, used by the Sequencer to test task planning capabilities.

Just before the end of the skill, the encountered exceptions are properly handled.

### IV. HARDWARE IMPLEMENTATION ASPECTS

The computing system, on which ROVIS has been implemented, is represented by a standard PC computer with 8GB of RAM and two Intel XEON® QuadCores microprocessors, each working at a speed of 2.33GHz. The high computing power has been chosen so in order for the system to cope with the large amount of information data that has to be processed, especially from the machine vision system and motion planning algorithms of the manipulator. The computer is mounted at the backside of the wheelchair, behind the user, as can be seen in Fig. 2.

The main sensor component of the robotic platform is the global vision module, represented by a Bumblebee® 2 Stereo Camera system used for environment understanding and 3D reconstruction. The camera is equipped with two 1/3" Sony® progressive scan CCD ICX204 sensors that provide two synchronized 1024x768px RGB color images at a maximum framerate of 20 Frames Per Second (FPS) and a 4.65\,\mu m square pixels. The imaging sensors have a focal length of 6mm with 43° Horizontal Field Of View (HFOV) and a distance of 120mm between the two lenses. Also, the Bumblebee® 2 camera is pre-calibrated against distortions and misalignment. The conversion from the analog image signal to digital images is done through a 12-bit ADC (Analog to Digital Converter). Serial communication between the camera and the computing system is implemented using a 6-pin IEEE-1394a FireWire interface for camera control and data transmission. Various parameters of the stereo camera (e.g. exposure, white balance, shutter speed, etc.) can be set either to automatic or manual adjustment.

An important actuator used by ROVIS is the gaze orientation module of the stereo camera. This module is composed of a Schunk® 2-DoF Power Cube servoelectric pan-tilt head unit. The covered field of view of the pan-tilt is 1180° and 180° in the pan and tilt directions, respectively. For positioning and velocity control it uses two incremental encoders. The resolution used for the encoders of the motors has a value of 4 [Arcsec/Inc] for the pan and 5 [Arcsec/Inc] for the tilt angle, thus making it precise enough for the vision system. Another representative characteristic of the unit is its angular velocity, which has a maximum value of 248 \,[^\circ/\text{sec}] for pan and 356 \,[^\circ/\text{sec}] for the tilt. The communication
Fig. 11. The basic ROVIS skill structure.

between the positioning module and the main computing device is performed via a CAN bus interface.

V. CONCLUSIONS AND OUTLOOK

In this paper the model driven development of the ROVIS machine vision architecture for service robotics has been presented. The design and implementation of the architecture and the organization of the data flow was performed using the UML modeling language. Also, the concept of scenario-driven information was used in the automatic generation of the object recognition and 3D reconstruction chain required for scene understanding in the service robotic system FRIEND. Due to the flexibility of its design, the proposed vision system can be easily transferred to different robotic systems.

The efficiency of FRIEND and ROVIS has been demonstrated in real world application scenarios. Within the research project AMArO, the functionalities of the proposed systems have been at display at different fairs and conferences, as, for example, ICORR 2007, CeBit 2008 and RehaCARE 2009.
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